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ABSTRACT

The skill of probability density function (PDF) prediction of summer rainfall over East China using
optimal ensemble schemes is evaluated based on the precipitation data from five coupled atmosphere-ocean
general circulation models that participate in the ENSEMBLES project. The optimal ensemble scheme in
each region is the scheme with the highest skill among the four commonly-used ones: the equally-weighted
ensemble (EE), EE for calibrated model-simulations (Cali-EE), the ensemble scheme based on multiple linear
regression analysis (MLR), and the Bayesian ensemble scheme (Bayes). The results show that the optimal
ensemble scheme is the Bayes in the southern part of East China; the Cali-EE in the Yangtze River valley,
the Yangtze-Huaihe River basin, and the central part of northern China; and the MLR in the eastern part
of northern China. Their PDF predictions are well calibrated, and are sharper than or have approximately
equal interval-width to the climatology prediction. In all regions, these optimal ensemble schemes outperform
the climatology prediction, indicating that current commonly-used multi-model ensemble schemes are able
to produce skillful PDF prediction of summer rainfall over East China, even though more information for
other model variables is not derived.
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1. Introduction

The dynamic climate model is an important tool
for seasonal prediction. The “two-tier” and “one-tier”
approaches (Wang et al., 2009) are commonly used
in the dynamical seasonal prediction. For the for-
mer, SST is first predicted by a coupled model, and
then the atmospheric anomalies are predicted using
the atmospheric model forced by the predicted SST.
For the latter, the coupled atmosphere-ocean general
circulation model (CGCM) is employed, and the pre-
diction is essentially an initial value problem (Palmer
et al., 2004). Though there are large errors in cur-
rent CGCMs, many studies have demonstrated that
the CGCMs are the most promising tools for seasonal
prediction of monsoon precipitation due to their capa-
bility in reproducing the monsoon-ocean interaction
(Zeng et al., 1990; Wu and Kirtman, 2005; Wang et

al., 2005, 2009).
Uncertainty is inevitable in the dynamical sea-

sonal prediction, so the prediction is essentially prob-
abilistic and the predicted information should be ex-
pressed in manner of a probability density function
(PDF) (Palmer et al., 2005; Gneiting, 2008; Doblas-
Reyes et al., 2009; Lavers et al., 2009). The uncer-
tainty includes initialization uncertainty and model
uncertainty (Huang, 1993; Palmer et al., 2005; Weigel
et al., 2009). The former arises from the lack of obser-
vations, measurement errors, or inappropriate data-
assimilation procedures. The latter arises from errors
and simplification in model itself, such as the defects
in physical process parameterizations, improper model
parameter settings, and imperfect boundary condi-
tions. Different from short-range weather forecast,
both the initialization uncertainty and model uncer-
tainty are important and must be taken into account
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in seasonal prediction.
The multi-model ensemble, whose product is

probabilistic, is an effective approach to reduce and
quantitatively estimate the prediction uncertainty
(Doblas-Reyes et al., 2009; Alessandri et al., 2011)
and to improve the skill of seasonal prediction (World
Climate Reaserch Program (WCRP) Strategic Frame-
work 2005–2015; WCRP Position Paper on Seasonal
Prediction in 2008; Report of the 12th Session of
the JSC/CLIVAR Working Group on Seasonal to In-
terannual Prediction (WGSIP) in 2009). First, the
multi-model ensemble is a statistical post-process of
dynamical model outputs, and hence a statistical-
and-dynamical combined prediction method. A good
multi-model ensemble scheme can reduce the predic-
tion uncertainty by a simpler way than improving the
model itself, and provide more accurate reference in-
formation for the operational seasonal prediction than
raw model data (Palmer et al., 2005). Second, a
probabilistic prediction produced by multi-model en-
semble can provide more reference information for
the operational seasonal prediction than a single-value
(deterministic) prediction product (Doblas-Reyes et
al., 2009; Lavers et al., 2009). In addition, the
multi-model ensemble scheme is based on the multiple
initial-condition ensemble datasets from several mod-
els, so its reduced and quantitatively estimated uncer-
tainty includes not only the initialization uncertainty
but also the model uncertainty.

So far, there are four commonly-used multi-model
ensemble schemes. The simplest one is equal-weight
ensemble (EE), which assigns equal weights to ensem-
ble members regardless of their relative performance
(Kharin and Zwiers, 2002; Kang and Yoo, 2006). How-
ever, all dynamical models inevitably have systematic
errors in terms of the mean, the annual cycle or the
interannual variability, and in some cases, all three of
these characteristics (Kirtman et al., 2003). To over-
come this problem, the model outputs are calibrated
before EE, which is referred to as Cali-EE hereafter
(Peng et al., 2002; Ke et al., 2009). In addition, predic-
tion skills of different ensemble members are generally
different, so Krishnamurti et al. (1999) proposed the
multiple linear regression ensemble scheme (MLR) to
assign unequal weights to ensemble members by the
multiple linear regression. The above three schemes
are mainly used to produce single-value (determinis-

tic) prediction, and the versions for probabilistic pre-
diction have not appeared until recent several years
(Gneiting et al., 2005; Weigel et al., 2009). Besides
the above three schemes based on the classical statis-
tics, the ensemble scheme based on Bayesian statistics
(Bayes) is also commonly used (Coelho et al., 2004;
Luo et al., 2007; Li et al., 2009).

East China (east of 105◦E) lies in the East Asian
monsoon region. The strong interannual variability
of East Asian summer monsoon makes floods and
droughts occur frequently in the region, causing huge
economic loss (Huang et al., 2003; Lau et al., 2004).
Up to now, the operational prediction skill of sum-
mer rainfall in East China has still been low, though
operational seasonal prediction skill has been overall
improved for the past decades. Many dynamical cli-
mate models have been used to produce single-value
(deterministic) reference prediction of summer rainfall
over East China (Zeng et al., 1990; Lin et al., 1998;
Chen, 2003; Ding et al., 2004; Li et al., 2004; Lang
et al., 2004; Li et al., 2005; Wei et al., 2005; Liu and
Guo, 2005; Wang et al., 2008). Recently, some Chi-
nese meteorologists have begun to apply or develop
the single-value (deterministic) multi-model ensemble
schemes (Feng and Fu, 2007; Ke, 2007; Qin, 2007;
Ke et al., 2009). However, the single-value (deter-
ministic) reference prediction would lose a mass of
information because of large uncertainty in the dy-
namical seasonal prediction of China summer rain-
fall (Wang et al., 1997; Wang, 2001). In the present
study, PDF seasonal prediction of summer rainfall over
East China is performed by the above four commonly-
used multi-model ensemble schemes using 46-yr (1960–
2005) hindcast rainfall data from the ENSEMBLES
project (http://www. ensemble-eu.org). Then, based
on the analysis of their PDF prediction product, the
optimal scheme with the highest skill is identified and
used to assess the current status of probabilistic sea-
sonal prediction of summer rainfall over East China.

2. Data

2.1 Rainfall data

Observed rainfall data at 160 rain gauge stations
of China are provided by the National Climate Cen-
ter, China Meteorological Administration. The model-
output rainfall data are from the ENSEMBLES stream
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2 dataset (Weisheimer et al., 2009). The EN-
SEMBLES project is the follow-on project of Devel-
opment of a European Multi-model Ensemble Sys-
tem for Seasonal to Interannual Prediction (DEME-
TER). Its stream 2 dataset includes outputs from
five CGCMs, and each of them has nine ensem-
ble members with different initial conditions. The
five CGCMs are the IFS/HOPE from the Euro-
pean Centre for Medium-Range Weather Forecasts
(ECMWF), the HadGEM2 from the UK Met Of-
fice (UKMO), the ARPEGE/OPA8.2 from the Météo-
France (MF), the ECHAM5/MPI-OM1 from the Leib-
niz Institute of Marine Sciences at Kiel University
(IFM-GEOMAR), and the ECHAM5/OPA8.2 from
the Euro-Mediterranean Centre for Climate Change
(CMCC-INGV) in Bologna. Compared with models
in DEMETER, these models have improved physical
parameterizations by including additional components
(e.g., sea-ice or land-surface modules) and interannual
variability of the greenhouse gas forcing. Improvments
are also made in model resolution and in the initial-
ization. For each model, nine ensemble members are
formed with different ocean initial conditions that are
derived from perturbations of wind stress and SST.
The atmospheric and land surface initial conditions
are taken from the ECMWF 40-yr reanalysis (ERA-
40) dataset. The hindcast data are from 1960 to 2005,
and have a horizontal resolution of 2.5◦ × 2.5◦. The
four start dates are 1 February, 1 May, 1 August, and 1
November at 0000 GMT per year. The summer (JJA)
rainfall data from the hindcast initiated on 1 May are
used in the present study.

2.2 Preprocessing of data

To simplify the analysis, East China is divided
into five regions by use of the regionalization scheme
of Wang and Tu (2002) and Chen et al. (2009). First,
the Rotated Empirical Orthogonal Function (REOF)
(Wei, 1999; Von Storch and Zwier, 1999) is applied to
the standardized rainfall observations at 120 stations
to obtain five rotated patterns (which explain 43% of
the total variance) with well-separated centers. The
number of EOFs in maximum variance rotation is de-
termined by the Rule-of-Thumb (North et al., 1982).
Based on the rotated loading values, then, East China

is divided into five regions: South China (R1), the
Yangtze River valley (R2), the Yangtze-Huaihe River
basin (R3), the eastern part of northern China (R4),
and the central part of northern China (R5) (Fig. 1).
After the regionalization, the averaged station rainfall
in each region from 1960 to 2005 is defined as the time
series of observed regional summer rainfall. The model
rainfall data are firstly bilinearly interpolated to 120
stations over East China in Fig. 1, and then the rain-
fall data averaged over the stations of each region are
regarded as time series of simulated regional summer
rainfall from CGCMs.

PDF prediction usually needs to assume that the
target variable satisfies a classic probabilistic distri-
bution, e.g., normal distribution. According to the
Jarque-Bera test (Bera and Jarque, 1980), all the time
series of regional summer rainfall in R2, R3, R4, and
R5 satisfy the assumption of normal distribution at
the 0.05 significance level. For time series of summer

Fig. 1. Geographical distribution of 120 rain gauge

stations (circles) and regionalization of East China (thick

lines). The five regions are South China (R1), the Yangtze

River valley (R2), the Yangtze-Huaihe River basin (R3),

the eastern part of northern China (R4), and the central

part of northern China (R5).
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rainfall in R1, the rainfall data are not normally dis-
tributed, and the power transformation is used in the
present study to normalize the rainfall data. Results
show that the simulated and observed time series of
rainfall in R1 normalized by the cubic root transfor-
mation can pass the Jarque-Bera test at the 0.05 sig-
nificance level.

3. Methodology

Due to the short simulation record, in the present
study, the buildup and skill evaluation of ensemble
prediction models are within a leave-one-out cross-
validation framework (Wilks, 1995). In this frame-
work, for a certain target year, the data in other years
are used as a training set to estimate the parameters of
ensemble prediction models. Prediction skill obtained
in this framework is a cross-validated skill.

3.1 Climatology prediction

The climatology prediction is a special PDF pre-
diction, in which the prediction is equal to the PDF
fitted by history observations of the target variable.
It is the benchmark of the seasonal PDF prediction
of rainfall. A skillful prediction must be superior to
the climatology prediction. For time series of regional
rainfall that are normally distributed or normalized,
the predictive PDF by the climatology prediction for
each year is normally distributed. Its mean and vari-
ance are estimated by climatological mean and vari-
ance of observations in the training set.

3.2 EE

According to Tippet et al. (2007) and Weigel et
al. (2009), for ensemble members that are normally
distributed, the predicted PDF of the EE can be as-
sumed to be normal. At each target year t, the mean
and variance of ensemble prediction are estimated by
the mean and variance of ensemble members as

Yt ∼ N(
1
m

m∑

i=1

Xit,
1
m

m∑

i=1

(Xit − 1
m

m∑

i=1

Xit)2), (1)

where Yt is the predicted rainfall at target year t =
1, 2, · · · , n; Xit is the model rainfall for ensemble mem-
ber i in year t; and m and n are the total numbers of
ensemble members and target years, respectively.

3.3 Cali-EE

The difference between the Cali-EE and EE lies in
ensemble members. The ensemble members in the for-
mer are calibrated model data. In the present study,
the bias and variance correction are used to calibrate
the model data, and the ensemble members of the Cali-
EE is expressed as follows:

X1it = O + (Xit − Xi)(SO/(SX)i), (2)

where O and Xi represent the climatological mean of
the observations and the i-th raw ensemble member in
the training set; SO and (SX)i are the standard devi-
ations of the observations and the i-th raw ensemble
member, respectively. Through the prior calibration,
the statistical average properties (mean and variance)
of each ensemble member are equal to those of the
observations.

3.4 MLR

For MLR, the predicted rainfall is expressed as

Yt ∼ N(a + b1X1t + · · · + bmXmt, c + d(S2
X)t). (3)

Here, a and b1, · · · bm are regression coefficients of
regression equation

u = a + b1X1 + . . . + bmXm. (4)

In Eq. (3), c+d(S2
X)t is used to estimate the variation

of residual error, where (S2
X)t is the ensemble spread

in year t. In the study of Gneiting et al. (2005),
all the coefficients in Eq. (3) are derived by a non-
linear optimization method, which is sensitive to the
initial values of these coefficients. Since the number
of ensemble members is 45 in the present study and
much larger than 5 in Gneiting et al. (2005), identi-
fication of the initial values of so many coefficients is
difficult and could lead to a fallacious solution. There-
fore, in the present study, we first estimate the re-
gression coefficients in Eq. (4) by the principle com-
ponent regression with O as dependent variable and
Xi(i = 1, 2, · · · ,m) as regressors. After the identifica-
tion of regression coefficients, the coefficients c and d

are estimated with nonlinear optimization to minimize
the temporal-averaged continuous ranked probability
score as in Gneiting et al. (2005).
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3.5 Bayes

The Bayesian probabilistic ensemble scheme pro-
posed by Coelho et al. (2004) is used here. The scheme
includes three steps: (1) selecting the prior distribu-
tion, (2) modeling the likelihood function, and (3) de-
termining the posterior distribution. First, the prob-
abilistic distribution of the climatology prediction is
used as the prior distribution of regional summer rain-
fall in the present study. Since the model and observed
summer rainfall are normally distributed or normal-
ized, according to Coelho et al. (2004), the likelihood
can be assumed to be normal. The likelihood, then,
is modeled by performing a simple linear regression
between the ensemble mean prediction Xi and obser-
vations Ot as N(aOt + b, γVt). Here, a and b are re-
gression coefficients estimated from the training set;
Vt = (S2

X)t/m; and the dependency factor γ is the
weighted mean of square regression residuals.

Finally, according to the Bayes’ theorem, the pos-
terior distribution is also normal for a normal prior
distribution and normal likelihood (Lee, 1997). The
resulting normal posterior distribution for the target
year t is given by

Yt|Xt ∼ N(ut, S
2
t ), (5)

where the mean ut and variance S2
t are

1
S2

t

=
1

S2
O

+
a2

γVt
, (6)

ut

S2
t

=
O

S2
O

+
a2

γVt
(
Xt − b

a
). (7)

Equations (6) and (7) state that the precision of pos-

terior distribution
1
S2

t

is exactly equal to the sum of

precisions for the prior distribution
1

S2
O

and the en-

semble system
a2

γVt
, while posterior ensemble mean ut

is the weighted average of prior mean and ensemble
mean.

4. Results

4.1 Calibration and sharpness

Calibration and sharpness are two desirable prop-
erties of probabilistic prediction; and the goal of prob-

abilistic prediction is to maximize the sharpness of
the predicted PDF subject to calibration (Raftery et
al., 2005; Gneiting et al., 2005, 2007). Calibration
(or reliability) refers to the statistical consistency be-
tween the predicted PDFs and the observations, and
is a joint property of predictions and observations.
Sharpness (or resolution) refers to the concentration
of the predictive distributions and is a property of
the predictions only. In the present study, according
to Raftery et al. (2005) and Gneiting et al. (2005,
2007), probability integral transform (PIT) histogram
and average width of central 95% prediction inter-
val relative to that of climatology prediction (RW)
are used to assess the calibration and the sharpness,
respectively.
4.1.1 Calibration

The PIT value is the predictive cumulative dis-
tribution at an observation value. PIT histogram is a
continuous analog of the verification rank histogram.
Its calculation process and relative theorems are intro-
duced by Gneiting et al. (2007) in detail. When the
sample size is infinite, if the predictive PDF is cali-
brated, the PIT values should be uniformly distributed
(i.e., the relative frequency in PIT histograms is uni-
form). In practice, the sample size is generally not
large enough, and the uniform distribution of the PIT
values is tested by the nonparametric χ2 goodness-of-
fit test (Pearson, 1900).

As shown in Fig. 2, the relative frequencies of the
Cali-EE, the MLR, and the Bayes are more uniform
than that of the EE in all regions. That is, their PDF
predictions are much better calibrated than those of
the EE. According to the χ2 goodness-of-fit test (Table
1), in all regions, the PIT values of the Cali-EE, the
MLR, and the Bayes are significantly uniformly dis-
tributed (α = 0.05), so their PDF predictions are well
calibrated. On the contrary, in all regions except R3,
the PIT values of the EE have large χ2 statistic and do
not pass the χ2 goodness-of-fit test, so their PDF pre-
dictions are poorly calibrated. These results indicate
that the Cali-EE, the MLR, and the Bayes are able
to calibrate the prediction products. The good cal-
ibration of the Cali-EE prediction suggests that the
calibration of statistical average properties of each
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Fig. 2. Probability integral transform (PIT) histograms for different regions (rows) and different ensemble schemes

(columns). The four ensemble schemes are the equally-weighted ensemble (EE), EE for calibrated model-simulations

(Cali-EE), the ensemble scheme based on multiple linear regression analysis (MLR), and the Bayesian ensemble scheme

(Bayes).

ensemble member can lead to well calibrated ensemble
PDF prediction. The good calibration of the MLR and
the Bayes are consistent with the results in Gneiting
et al. (2005) and Coelho et al. (2004).

The reason for the poor calibration of EE is inves-
tigated based on the shape of PIT histograms in Fig.
2. In R1, the PIT histogram of the EE is right biased,

which indicates the climatological mean of the math-
ematical expectations of the predicted PDFs in this
region is lower than the climatological mean of obser-
vations, and hence leading to less rainfall. In R2, the
PIT histogram of the EE is distributed with a peak,
which accentuates the over-dispersive raw ensemble.
In addition, the PIT histogram of EE is left biased in
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R4 and R5, especially in the latter, which indicates
the PDF predictions in these two regions have more
rainfall than observations.
4.1.2 Sharpness

For rainfall in all regions that is normally dis-
tributed or normalized, the width of central 95%
(α = 0.05) predicted interval is equal to 2×z1−α/2σ,
where z1−α/2 denotes the 1−α/2 quantile of the stan-
dard normal distribution, and σ is the standard de-
viation of predicted PDF. Consequently, RW is the
average width of central 95% prediction interval rel-
ative to that of the climatology prediction. That

is, RW=( 1
n

n∑
t=1

σY,t)
/

( 1
n

n∑
t=1

σclim,t), where σY,t and

σclim,t are the standard deviations of ensemble predic-
tion and climatology prediction, respectively, in the
target year t. The smaller the RW, the sharper the
predictive PDF, and vice versa. The predicted PDF is
sharper than that of the climatology prediction when
RW is smaller than 1.

Table 1. Statistics for the χ2 goodness-of-fit test

EE Cali-EE MLR Bayes

R1 13.8 4.2 4.2 5.5

R2 12.7 1.2 4.4 3.6

R3 2.9 2.0 2.0 2.0

R4 21.2 2.5 7.5 2.0

R5 123.3 1.4 1.6 2.9

Note: The values in boldface denote that the probabilistic distri-

butions of probability integral transform (PIT) values are signif-

icantly uniform (α = 0.05) and hence their corresponding prob-

ability density function (PDF) predictions are well calibrated.

As shown in Fig. 3, in all regions, the predictive
PDFs based on the Cali-EE, the MLR, and the Bayes
are sharper than that of the EE. In addition, compared
with the PDF of climatology prediction, the predictive
PDFs based on the EE in all regions and the MLR
in R3 are evidently flatter while the predictive PDFs
based on the MLR in R4 and R5 and the Bayes in
R5 are evidently sharper; the sharpness of the others
is close to that of the climatology prediction. Note
that Eq. (6) decides that the PDFs predicted by the
Bayes are always sharper than that of the climatology
prediction.

4.2 Skill evaluation

The prediction skill is decided by calibration and
sharpness together. It is directly proportional to the

Fig. 3. Average width of cantral 95% prediction inter-

val relative to that of the climatology prediction (RW) for

different regions and different ensemble schemes.

calibration when the sharpness is fixed, but generally
not to sharpness when the calibration is fixed unless
the PDF prediction is perfectly calibrated. Gneiting
et al. (2007) recommended temporal-averaged con-
tinuous ranked probability score (CRPS) as the score
rule to address the calibration and sharpness simulta-
neously. The CRPS is the integral of the Brier scores
at all possible threshold values of predictand, and
represents the difference between cumulative distribu-
tion functions of predictions and observations (Hers-
bach, 2000). Because the climatology prediction is the
benchmark of the PDF prediction of seasonal rainfall,
in the present study, we use the predicted CRPS rel-
ative to that of the climatology prediction (RCRPS)
instead of CRPS as skill score. The PDF prediction
is more skillful than the climatology prediction when
RCRPS is smaller than 1. The smaller the RCRPS,
the more skillful the prediction.

As shown in Fig. 4, in R1, the Bayes performs
the best, followed by the climatology prediction, the
MLR, the Cali-EE, and the EE. In R2 and R5, the
Cali-EE performs the best, followed by the MLR, the
Bayes, the climatology prediction, and the EE. In R3,
the Cali-EE is the most skillful, followed by the Bayes,
the EE, the climatology prediction, and the MLR. In
R4, the MLR is the most skillful, followed by the Cali-
EE, the Bayes, the climatology prediction, and the
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Fig. 4. Predicted temporal-averaged continuous ranked

probability score (CRPS) relative to that of climatology

prediction (RCRPS) for different regions and different en-

semble schemes.

EE. That is, the optimal ensemble schemes with the
smallest RCRPS are the Bayes in R1, the Cali-EE in
R2, R3, and R5, and the MLR in R4. Obviously, in all
regions, they are more skillful than the EE, and hence
more suitable for the PDF prediction of summer rain-
fall over East China.

Compared with the climatology prediction, in all
regions, these optimal ensemble schemes are more
skillful, which indicates that they do have some pre-
diction skill. Moreover, according to sub-sections 4.1
and 4.2, these optimal ensemble schemes are well cal-
ibrated, and are sharper than or approximately equal
to the interval-width of the climatology prediction.

5. Conclusions and discussion

Based on the model-output rainfall data from the
ENSEMBLES project, we have analyzed the calibra-
tion, sharpness, and skill of PDF predictions by four
commonly-used multi-model ensemble schemes, and
have identified the optimal ensemble scheme with the
highest skill in seasonal prediction of summer rain-
fall in each sub-region of East China. Furthermore,
by comparing the optimal ensemble schemes with the
climatology prediction, the status of the multi-model
PDF prediction of summer rainfall over East China
has been assessed. The results show that compared
with the EE, the PDF predictions of the Cali-EE,
the MLR, and the Bayes are better calibrated and
sharper in all sub-regions and more skillful except for

the MLR in R3. The optimal ensemble scheme is the
Bayes in the southern part of East China; the Cali-EE
in the Yangtze River valley, the Yangtze-Huaihe River
basin, and the central part of northern China; and the
MLR in the eastern part of northern China. Their
predictive PDFs are well calibrated, and are sharper
than or close to that of the climatology prediction.
In all regions, the optimal ensemble schemes outper-
form the climatology prediction, indicating that the
commonly-used ensemble schemes are able to produce
skillful PDF predictions.

In fact, the actual skill of the multi-model en-
semble PDF prediction for regional summer rainfall
over East China shall not be lower than the skill of
optimal ensemble schemes shown in the present study
for three reasons. First, the model data in the present
study are from only five CGCMs in the ENSEMBLES
dataset. There may be other combinations of CGCMs
which provide more prediction information for the
summer rainfall over East China. Second, there are
other ensemble prediction schemes besides the four
schemes used in the present study. The other ensem-
ble schemes may be able to identify more prediction
information, for example, the ensemble scheme that
assigns unequal weights to ensemble members accord-
ing to their skill scores; more sophisticated calibrating
methods in Cali-EE; and more sophisticated likelihood
model in Bayesian ensemble schemes. In addition,
identifying information from more model variables to
optimize ensemble members may also improve the skill
of multi-model ensemble PDF prediction further (Li
et al., 2009).
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